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Abstract. We introduce a path-sampling scheme that allows equilibrium state-ensemble averages to be
computed by means of a biased distribution of non-equilibrium paths. This non-equilibrium method is
applied to the case of the 38-atom Lennard-Jones atomic cluster, which has a double-funnel energy land-
scape. We calculate the free energy profile along the Q4 bond orientational order parameter. At high or
moderate temperature the results obtained using the non-equilibrium approach are consistent with those
obtained using conventional equilibrium methods, including parallel tempering and Wang-Landau Monte
Carlo simulations. At lower temperatures, the non-equilibrium approach becomes more efficient in ex-
ploring the relevant inherent structures. In particular, the free energy agrees with the predictions of the

harmonic superposition approximation.

PACS. 07.05.Tp Computer modeling and simulation — 36.40.Ei Phase transitions in clusters — 64.70.Pf
Glass transitions — 82.60.Lf Thermodynamics of solutions

1 Introduction

The calculation of free energies remains a challenge in
computer simulation for systems with complex energy
landscapes, having numerous basins of attraction sepa-
rated by large energy barriers. A drastic slowing down
of numerical convergence, often referred to as broken er-
godicity, is observed when the system gets trapped in a
few metastable minima at sufficiently low temperature. As
a consequence of broken ergodicity, free energies or even
standard thermodynamic averages cannot be estimated di-
rectly. Dedicated algorithms have been designed to deter-
mine free energies relative to a known reference. Following
Torrie and Valleau [1], regions of phase space with a natu-
rally low visiting probability, such as saddles or transition
states, can be sampled using an auxiliary non-physical po-
tential added to the Hamiltonian. This so-called umbrella
potential lowers the energy barriers once a suitable or-
der parameter is available. This relatively old idea is still
the subject of technical improvements. For instance, im-
plementations using biasing potentials [2-5], possibly con-
structed systematically using the smarter and systematic
Wang-Landau scheme [6,7], have been proposed.

Other efficient algorithms have been inspired by the
thermodynamic perturbation and integration methods,
which are very similar to the way free energy differences
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are obtained experimentally. Constraint techniques in the
framework of the so-called blue-moon ensemble [8] inte-
grate the free energy derivative with respect to an ade-
quate reaction coordinate. In the slow (adiabatic [9]) and
fast (non-equilibrium [10]) switching methods, paths are
generated in order to connect one reference system to the
target system, and the free energy difference between them
is obtained by averaging over the work along one very
long trajectory or many short trajectories, respectively.
Such path sampling methods have a strong advantage over
conventional algorithms based on configurations alone, be-
cause the work carries more information than the irregular
set of corresponding phase space points. In addition, the
entire properties can be continuously obtained along the
path. Sampling paths instead of configurations is also a
key ingredient in recent numerical methods such as tran-
sition path sampling [11] or discrete path sampling [12] in
reaction dynamics, and is ubiquitous in quantum statis-
tics [13,14].

One of us previously proposed a path sampling scheme
to compute thermodynamic properties at equilibrium, in
which the paths are generated from a generalized ensem-
ble [15]. In the present paper we apply this method to
the 38-atom Lennard-Jones (LJ) cluster, denoted as LJsg
hereafter. This system is particularly troublesome to study
numerically because its potential energy landscape has
two main funnels [16]. At low temperature, a structural
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transition takes place between the lowest energy (trun-
cated octahedral, or cubic) funnel and the higher energy
(icosahedral) funnel, which also has a higher entropy. The
large energy barriers separating the two funnels are re-
sponsible for broken ergodicity in conventional simula-
tions. The rates for crossing this barrier, as estimated from
the master equation approach [17] or, more recently, from
the discrete path sampling method [18], are extremely low,
the time scales being more than 10 orders of magnitude
longer than the vibrational period.

Using the bond orientational order parameter ()4 in-
troduced by Steinhardt et al. [19], Doye and coworkers [16]
performed multicanonical-type umbrella sampling simu-
lations and estimated the Landau free energy barriers
as a function of @4, thus mapping the structural tran-
sition. Unfortunately, these authors were able to get con-
verged data only at temperatures above the melting point,
but failed to sample properly the configuration space in
the vicinity of the transition temperature itself. Success-
ful parallel tempering [20] simulations and Wang-Landau
simulations [6] have been carried out for the heat capac-
ity of this cluster (see Refs. [21] and [22], respectively),
but no Landau free energies have been reported, to our
knowledge.

The LJ3g cluster thus appears as a good candidate for
testing the set of methods described in reference [15], es-
pecially the possible benefits from a generalized ensemble
strategy. As will be shown below, path sampling gives ac-
curate free energy profiles as a function of the ()4 order
parameter and in a broader temperature range, down to
temperatures where other methods fail.

The article is organized as follows. The standard um-
brella sampling method is briefly recalled in Section 2 and,
using tools developed in reference [15], the path sampling
approach is extended in Section 2.2 so as to incorporate
the auxiliary umbrella potential. The configurational-bias
scheme recently proposed by Wu and Kofke [23] to con-
struct the paths is described in Section 3. Our application
to LJ3g, with comparison to available data from the litera-
ture and alternative estimates from dedicated simulations,
is presented in Section 4. We summarize and give some
final remarks in Section 5. Some technical issues about
the Langevin-Metropolis algorithm used to propagate the
path dynamics are detailed in the Appendix.

2 Computational method

The coordinates of the many-body system are, in vector
notation,

S = (r,p) (1)

where r and p correspond to the set of positions and mo-
menta, respectively. Let £(r) be the inter-particle poten-
tial energy. The Hamiltonian is thus defined as

p?

H(r,p) = 2 +&r) (2)

where p?/2m is the classical kinetic energy.

The standard ensemble-average in the canonical en-
semble at constant inverse temperature (3 is

), = JAT) exp = H(r. p)l dS
' Jexp[=BaH(r, p)]dS

In systems exhibiting broken ergodicity, it is not possi-
ble to estimate the thermodynamic properties from direct
sampling of equation (3) because the system gets trapped
in a restricted phase space volume. Umbrella sampling
alleviates this problem for systems with smooth energy
landscapes: an auxiliary potential is added to the system
Hamiltonian in order facilitate the crossing of barriers be-
tween the important basins of attraction. A suitable order
parameter () is introduced in order to discriminate the
various basins of attraction. A multicanonical procedure
is then implemented to construct iteratively the adequate
auxiliary potential leading to a flat sampling along the
order parameter.

In practice, the multicanonical procedure fails to con-
struct the adequate auxiliary potential at low temper-
atures when the system exhibits a rugged free energy
landscape. The idea of the present study is to carry out
the umbrella-sampling simulation in a path-ensemble. The
non-equilibrium paths of the path-ensemble will connect
a state-ensemble at a high temperature Ty, for which the
auxiliary potential can be easily constructed, to a state-
ensemble at a low temperature for which building the aux-
iliary potential would be much more difficult.

Since paths will be initiated from states generated by
means of a multicanonical-type umbrella sampling simu-
lation, this method is now briefly recalled.

3)

2.1 Umbrella sampling

Let ¢(r) be an auxiliary potential aimed at sampling spe-
cific regions of the energy surface. A parametrized Hamil-
tonian H) is introduced such that

2
p
Hx(r,p) = om + [BrE(r) + o(r)] /B (4)
where 3 is a constant having the dimension of an inverse
temperature. The associated unnormalized Boltzmann
weight of state S corresponding to this Hamiltonian,

NA(S) = exp [-BHA(r, p)], (5)

defines a non-physical umbrella ensemble, noted Z), from
which ensemble-averages can be obtained as

The notation for the average has been changed from (A}
to (Alx) to clearly indicate that the reference distribu-
tion that is sampled now differs from the original canon-
ical distribution at temperature 8y and Hamiltonian H.
Hence, if a Markov chain is constructed with the states dis-
tributed according to the Ny-statistics (using for instance
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the Metropolis algorithm), then the canonical average can
be recovered from the standard reweighting formula

A rq)ex rq
A= A= Zqz(e£p¢?rz)§ ),

where the summation runs over states of the Markov chain
propagated with Hy.

(7)

2.2 Umbrella path-sampling

As aforementioned, generating the multicanonical weight
for an optimal umbrella sampling procedure works best
at relatively high temperatures. At moderate or low tem-
peratures, achieving a flat sampling over a wide range of
the order parameter becomes computationally hard. The
solution to the problem that is presented here consists
in estimating the canonical average by means of a chain
of non-equilibrium states. The non-equilibrium states are
generated by a series of stochastic dynamical processes
initiated from states homogeneously distributed along the
order parameter at the highest temperature Ty. More-
over the temperature is artificially decreased during each
trajectory. This series of stochastic quenches thus corre-
sponds to a distribution of non-equilibrium paths.

In order to deal with such path distributions, we use
the path-ensemble formalism introduced in reference [15].

Keeping the same path-ensemble notations, Z stands for
the path-ensemble whose statistical averages formally co-
incide with the averages in the state ensemble Zy. The
set of all possible paths ’Pif defines the path phase-space
£2 and IE,\(Plf) stands for the path statistical weight in
ZAA, equivalent of an unnormalized Boltzmann weight.

A path ’Pif consists of a set of K states constructed
by means of a stochastic procedure detailed below. In the
present study, the paths are generated forward in time
starting from an initial state denoted as S;. This state
itself is generated according to the Zy, statistics. The path
goes through the set of states Sy belonging to Z, with
A=XAnn, 0<m < M and 0 < n < N, and ends in the
state Sy belonging to the Z,,,, ensemble where M and
N are two integers. A path is a juxtaposition of segments,
called branches, each one containing N states. They are
constructed using the configurational-bias scheme detailed
in the following subsection.

The conditional probabilities associated to the stochas-
tic process are a key ingredient of path-sampling and will
be considered first, momentarily leaving aside their ex-
plicit analytical form. Any path ’Pif can be decomposed
into two partial paths P*~* and P*~7, which connect S;
to S, and Si to Sy, respectively. The conditional proba-
bilities to start from S* and to generate the path segment
Pi—F backward in time or the path segment P*—/ forward
in time are denoted as P, (P"~F) and P (P*~7), re-

cond cond

spectively. The statistical weight of a path ’Pif considered
with respect to the Z, ensemble is now

Ka(Pf) = P, ,(P7™FNA(SF) P (PE=T). (8)

The ensemble average of equation (7) can now be trans-
posed into the path ensemble
_ JAEDRAP]) exp é(rr)aP/

A >~
(Alx) [ KA(P])exp o(r)dP!

: 9)

where ry, are the positions of S;. The equivalence between
equations (6) and (9) results from the normalization prop-
erty of the forward and backward conditional probabilities
starting from a same given state Sk:

/ drpifpciond(rpl_}k)Pctnd (,Pkﬁf) = 17 (10)
25 (Sk)

where (2)(Sk) stands for the phase-space volume of all
paths that contain a given state S € Z).

In practice, a Markov chain of paths distributed with
the Z,, statistics is constructed. Since A\g corresponds to
the highest temperature (Ty = (kpBXo)~!), the entire
path ’Pif is generated forward in time, which in particular
implies that the path segments P*~F are generated for-
ward and not backward. These path segments occur with
the conditional probability P;nd(Pin), and they con-
tribute with probability P__ . (’Piﬁk) to the path-average,
as can be inferred from equations (8) and (9). Similarly,
paths are initiated from states S;, which are themselves
distributed according to the N),-statistics; the contribu-
tion to the average is the statistical weight Ny (Sx). As a
consequence, the correcting factors

NA(S) P P75 Ra(P])

N/\U (Sl)P:(r)nd(,PZ*)k) - ’/C\)\o (/sz)

have to be introduced to reweight the contribution of the
paths into any path-ensemble estimate in equation (9). In
order to simplify the notations, we define a new quantity,
the effective work W —F, as the logarithm of the proba-
bility flux ratio:

(11)

exp [—ﬁVN\/i*k} =t (12)
The formal path-average of equation (9) can be estimated
by means of the following Monte Carlo average

5, Alvkg) exp [~ OW; ™ + o(rny)]
g exp |~k + olreg)|

where the ry, are the positions of state Spq € Z for the

qth path Pij; of the Markov chain. The correcting bias
associated to the non-Boltzmann path-average includes
the umbrella potential, as in the state-ensemble average
in equation (7), and also an effective work related to the
path-ensemble.

The Monte Carlo average of equation (13) applies to
paths that are generated forward in time by means of any
suitable stochastic procedure. However it must be manip-
ulated with caution due to possible problems of numeri-
cal convergence. Such problems appear when trajectories

(Alx) = ;o (13)
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are generated by switching A too fast, which leads to in-
sufficient overlap between the states along the paths and
the target equilibrium state distribution [24]. Recently,
Wu and Kofke [23] introduced various Rosenbluth-biased
path procedures aimed at favouring trajectories with low-
work values, therefore increasing the overlap between the
non-equilibrium state distribution and the targeted equi-
librium distribution. In the present study we have imple-
mented one of these procedures, namely the configuration-
al-bias scheme [25] that is now described.

3 Configurational-bias scheme

Historically the configurational-bias (CB) scheme [26] was
introduced to generate polymer configurations by growing
the polymer chain monomer after monomer. At each step,
the CB scheme first generates a set of J positions where
to insert the current monomer, from which one particular
position is selected according to the Rosenbluth rule. This
rule favours energetically low polymer conformations. Fol-
lowing Wu and Kofke [23], the configurational-bias scheme
is applied to paths rather than real polymers by substitut-
ing the branches to the monomers. The ramified nature of
the CB algorithm is thus kept in the present path sam-
pling method.

Let A = {Xo, ..., \mn } denote the set of (M N + 1) in-
creasing values of the A parameter. A path runs through
the generalized ensemble Z = | J,. 42 and has the ram-
ified structure depicted in Figure 2. This path consists
of M stages of J parallel branches. Hence, there are
K = 1+ M N J states in a path. The jth branch of the mth
stage, denoted as B(m, j), is generated forward in time by
integrating the Langevin-Metropolis algorithm detailed in
the Appendix while gradually increasing the parameter A
from A—1)n to Ay in N iterations. The forward and
backward conditional probabilities are noted P, (m,j)

gen
and P, (m,j), respectively. All branches B(m,j), 1 <

j < J, are grown from the same initial state S%’Z;;_l) cor-

responding to the final state of the branch B(m —1, j,,—1)
selected previously. This branch is called the trunk and the
other branches B(m, j # jm,) are called “dead branches.”
Denoting S%;,, the final state of branch B(m, j), the prob-
ability P:;l(m, Jm ) to select B(m, j,,) as the trunk is given
by a configurational-bias rule [26]

N/\Nm(Sng) gen(m jm)/ gen(majm)
Zj:l NANM,(SJJVm) Pgen(m, 5)/ Pgen(m, j)

in which the generating probabilities have been included.
Note that in the case of sampling polymer configurations
the generating probabilities to insert a monomer are al-
ways chosen to be symmetric [P, (m,j) = Py, (m, )],
hence the original Rosenbluth rule omits these terms. If
the ramified path is grown backward in time, the posi-
tion of the trunk among the J branches must be chosen
randomly, which implies

P_,(m,jm)=1/J.

Ps-:l(ma Jm) =

(14)

The conditional probability to generate the ramified path
forward (+) or backward (—) in time is

S

KBy ) P, | (15

cond(

where the dead branches B(m,j # jn) are always gen-
erated forward even when the ramified path is gener-
ated backward The generating probabilities of the dead

branches H j) contribute both in the forward

gen(

J#Jm
and backward probability fluxes. Therefore the exponen-
tial of the effective work only contains the generating
and selecting probabilities of the branches B(m,j # jm),
which belong to the trunk:

N)\NM (Sf) cond (Pf)
N)\O ( ) cond (Pf)

exp [—ﬁf\//’gf}

H Noawn (SH2)  Paen(m, jim)
m=1 N)‘N(m 1) (8]]\7&;”1,1)) Pg—tﬂ(mvjm)

J-
- Pstl(majm):| ’ (16)

with $° = §; and S, = Sf.
In order to cast the last equality into a computation-
aly tractable form, the ratios of probability fluxes are first
expressed as a function of the corresponding work intro-
duced into the system from the outside world (see the
Appendix):
N)\an ('S]]\;,»:n) Pg_en (ma .7)
- + :
NAN(mfm (S?V(ml 1)) P (m).j)

= exp [=fW(m, j)] (17)

Similarly, the configurational-bias selecting rule is re-
formulated as a function of the works W(m,j) and
W(ma.jm)

exp [—BW(m, jm)]
Y71 exp (=AW (m. )

Py (m, jm) = (18)

Equation (18) precisely corresponds to the form proposed
by Wu and Kofke [23]. By substituting equations (17) and
(18) into equation (16) the exponential of the effective
work is related to the Rosenbluth factor as:

. | Mo[
exp {fﬂwzﬁf} = 7 H ZGXP [—=BW(m, j)]

(19)
The configurational-bias scheme favours the construction
of paths with low work values W(m, j,) (1 < m < M).
Moreover, since the exponential of these low work values
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(b)

Fig. 1. The two lowest energy structures of the 38-atom clus-
ter: (a) truncated octahedron with energy Eo = —173.9284 and
(b) incomplete icosahedron, E; = —173.2524.

dominates in the Rosenbluth factor, the average dissipated
work is smaller and the effective-work distribution is nar-
rower, as can be inferred from the non-equilibrium work
and the fluctuation theorem [24,27-29]. In addition, the
overlap between the two histograms of the work that can
be constructed by generating the paths either forward or
backward is larger. Consequently, numerical convergence
of the path-ensemble averages is faster [24].

In the description that has been followed here, the ram-
ifications contain all the statistical biases. All branches,
whether they belong to the trunk or not, can be identi-
cally taken into account in the path-ensemble average of
equation (13). If Sy, is the final state of branch B(my, ji),
the corresponding effective work is given by

mp—1 J
exp {_ﬁWi—»k} _ }—:[1 %;exp[—ﬁW(m, ]

x exp [—BW(mi, ji)] . (20)
From a computational point of view, the works W(m, j)
are expressed as a function of the system Hamiltonian
(see Eq. (49) of the Appendix). Similarly, the effective
works appearing in the Monte Carlo path-average of equa-
tion (13) can also be expressed as a function of the
Hamiltonian by combining equations (49) and (20) to-
gether. We have thus shown how to formally estimate any
equilibrium quantity from path-sampling.

4 Application to LJsg
4.1 The LJ3g cluster

We now turn to our application to the 38-atom Lennard-
Jones cluster. LJ reduced units of length, energy and mass
(c =1, e =1, m = 1) will be used in the following.
LJ3s undergoes a two-stage phase change with increasing
temperature [21,30]. A solid-solid transition between the
truncated octahedral funnel and the icosahedral funnel
occurs near Ts; ~ 0.12, melting follows near Ty ~ 0.17.
As in other finite size systems [31], the transitions are
not sharp but gradual. The most stable octahedral and
icosahedral structures are represented in Figure 1.

B(m+1,1)... B(m+1,jme) ...B(m+1,7)

]

Fig. 2. Schematic representation of a ramified path.

The bond orientational order parameter Q4 of
Steinhardt et al. [19], originally introduced to investigate
the glass transition in supercooled liquids, is a convenient
reaction coordinate to distinguish between the cubic struc-
ture favoured at low temperatures and the icosahedral iso-
mers above Tss. For any given cluster configuration r, Q4
is defined as

e A 1/2
T —
Qulr) = (3 > |Q4,m|2> S
m=—4
where .
Qum = A > Yam(bij, 6i)). (22)
b i<
Tij<Tp

In the previous equation, 7, is the maximum distance be-
tween bonds, N; the number of such bonds, 8;; and ¢;; are
the polar and azimuthal angles of the vector that points
from the cluster center of mass to the center of bond (4, 7).
Ya.m(60,¢) is a spherical harmonic.

4.2 Simulation details

A multicanonical-type umbrella sampling simulation is
first carried out in the state-ensemble Z), at temperature
To = (kBro)~t = 0.19, in order to sample the avail-
able range of Q4 and to calculate the free energy pro-
file A(Q4,T0) = 7kBT0 h’lp(Q4,T0), p(Q4,T0) being the
probability of visiting states with specified values of the
order parameter. At this high temperature, a flat-sampling
along the Q4 coordinate of the phase space is more eas-
ily achieved. The estimated free energy profile yields the
opposite of the auxiliary potential ¢ that will be used sub-
sequently

d(r) = —A[Qua(r), To] . (23)
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Fig. 3. Contour plot of the Landau free energy A(Q4, E;T) for five temperatures (a) T'= 0.19, (b) T = 0.147, (c) T = 0.105,

(d) T = 0.062, (e) T = 0.02L.

A path-sampling simulation consists in constructing a
Markov chain of paths distributed with the /€>\0 statis-
tics. In other words, the initial states of the paths be-
long to a Markov chain distributed with the N}, -statistics.
The A-parametrized inverse temperature is chosen to be
Bx,, = AnB. The time step 7 is adjusted so that the accep-
tance rate is about 30-60%. The friction parameter of the
Langevin-Metropolis dynamics is 7 = 2/7 (smaller values
were found to be appropriate as well). All reported calcu-
lations have been carried out with the following parame-
ters: M =100, J =10 and N =2 x 103 or N = 2 x 10%.
The simulations with N = 2 x 10%> and N = 2 x 10* in-
volve 34 650 and 5818 paths, respectively. These calcula-
tions were performed in parallel and took a total of 360 h
and 600 h on fifteen 2 GHz Xeon processors, respectively.

4.3 Results

We first computed the Landau free energy as a function of
the order parameter (04 and internal energy F at constant

temperature T'. This physical quantity is defined over the
path ensemble as

A(Qs, E,T) = —kpT'In(6(Qa(rr) — Q4)0(E(re) — E)|(/\>7)

24
and is estimated using equation (13) where ry, are the path
positions belonging to Z).

Figure 3 displays the contour plots of the Landau free
energy for five temperatures ranging from 7' = 0.02 to
0.19. Domains of low free energy, corresponding to high oc-
cupation probabilities, evolve significantly as temperature
decreases. The icosahedral to octahedral phase change
is clearly observed: the most probable structure changes
from Q4 ~ 0.18 to Q4 ~ 0.02. As was anticipated, several
secondary minima corresponding to liquid-like or defected
octahedral structures are visible at sufficiently low tem-
perature, for values of Q4 ranging from 0.04 to 0.15. The
structure corresponding to Q4 ~ 0.12, represented in Fig-
ure 4, is a defective truncated octahedron, with missing
atoms in the outer shell inducing a stacking fault in the
fce structure. The associated energy and order parameter
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(b)

Fig. 4. Structures of the 38-atom defected octahedral cluster.
Its minimum energy is —171.8560 and its order parameter is
Q4 = 0.121. View (a) emphasizes the stacking fault while view
(b) shows the atom that has been expelled from the outer shell.

correspond to one of the energy minima reported by Doye
and coworkers [16] who sampled a large set of inherent
structures.

Interestingly, the present non-equilibrium approach is
not excessively sensitive to the ability of the order param-
eter to discriminate between all the basins of attraction at
low temperature. Some information about the weights of
the various inherent structures having similar Q4 but dif-
ferent energies can be obtained from Figures 3d, 3e in the
range 0.04 < @4 < 0.1. The apparent superposition of the
various inherent structures in this figure stems from the
multiple peaks of the work-histograms. Figure 5 displays
the path distribution in the (W% Q) plane at two tem-
peratures. At the lowest temperature, the separate data
clouds with similar )4 values but different work values
correspond to different basins of attraction. Clearly, when
the temperature is decreased, the paths are attracted to
the various basins and get trapped. The data clouds from
Figure 5b having distinct work values, they contribute dif-
ferently to the canonical average, which yields energy min-
ima patterns that are superimposed in the low tempera-
ture contour plots of Figures 3d, 3e.

We now investigate the Landau free energy defined as
a function of ()4 only. In the context of path sampling,
A(Q4,T) is estimated using

A(Q4,T) = —kpTIn(6 (Qa(rr) — Q1) |5),

where rj are the path positions belonging to Z. The cor-
responding free energy landscape, displayed in Figure 6a,
clearly shows the secondary free energy basins correspond-
ing to the known energy minima for both the liquid-like
structures and the defective octahedron [16]. No low free
energy minima seems to have been omitted by our path-
sampling approach. The opposite of the derivative of the
Landau free energy with respect to temperature defines
an entropy o:

o(Q4,T) = —0A(Qq,T)/OT.

o is not convenient to compute because it is prone to fluc-
tuations at low temperature. Hence, the quantity

To(Qa, T) = (E(rr)d (Qa(rr) — Q) [x) — A(Q4, T)

(25)

(26)

®
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Fig. 5. Effective work distribution as a function of Q4 and
of the effective work at two temperatures: (a) 7' = 0.12; (b)
T = 0.03, with N = 2 x 10* and M = 10°.

has been computed instead; it is represented in Figure 6b.
At high temperatures, the high entropy region correspond-
ing to the icosahedral and liquid-like structures is clearly
visible.

4.4 Moderate temperature: comparison
with other methods

We have compared the present path-sampling method
with parallel tempering and Wang-Landau multicanoni-
cal sampling. The parallel tempering simulation was car-
ried out with 50 replicas with temperature ranging from
0.01 to 0.35, following a geometric progression. A total
of 5 x 10° Monte Carlo cycles have been performed af-
ter 108 equilibration cycles. These calculations took about
250 h on a serial 2.2 GHz Opteron processor. The Wang-
Landau simulations were performed on the joint (F,Q4)
space using the recent annealing scheme explained in ref-
erence [22], along with the same technical details. About
150 h were used on a serial 2.2 GHz Opteron proces-
sor. The free energy profiles were obtained from suitable
weighted-histogram analyses.

Figure 7 shows the free energy profiles computed using
the three methods at two distinct temperatures. At the
moderate temperature T = 0.12 close to the solid-solid
transition, the three methods yield results in excellent
agreement, which states the correctness of our path-
sampling approach. In particular, the nearly equal free en-
ergies of the truncated octahedral and icosahedral basins



54 The European Physical Journal B

(b)

To(QgT)

2 1 0 1

Fig. 6. (a) Landau free energy A(Q4,T) and (b) temperature-entropy product T'o(Q4,T) of the LJss cluster obtained by

path-sampling simulations.

confirm that the transition temperature is close to 0.12
for the three methods.

At the lower temperature 7' = 0.05, only the non-
equilibrium approach is able to reveal and separate the
contributions from the secondary free energy minima, es-
pecially the defective octahedra at Q4 = 0.12. The results
obtained with parallel tempering are consistent with a pre-
vious study [21], which was also unable to identify this
basin of attraction. At such a low temperature, the multi-
canonical sampling provided by the Wang-Landau method
is likely to fail, and the replicas of parallel tempering only
visit the deepest parts of the octahedral and icosahedral
funnels. Thus both these methods could be inefficient, de-
spite giving results that agree with each other. To further
test the present path-sampling method at low tempera-
tures, we have performed an independent calculation of
free energy surfaces using the superposition approxima-
tion.

4.5 Comparison with harmonic superposition
approximation

Equilibrium properties of clusters, including the partition
function itself, can be formally expressed from the contri-
butions of the basins of attraction (or inherent structures)
rather than configurations [32,33]. We thus write the par-
tition function of the entire system at the temperature T'
as the superposition over the set of isomers {a}:

2(1) = Y. gaZa(T), (27)

(@)

=

<}

<

(b) 50 —
45 | A, PS ——
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Fig. 7. Landau free energy profiles of LJsg as a function of Q4
obtained by path-sampling (PS), parallel tempering (PT) and
Wang-Landau (WL) simulations. (a) T = 0.12; (b) T = 0.05
reduced units.
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Jo being a weighting term, which accounts for the number
of permutationally equivalent isomers. g, is related to the
order h, of the point group of isomer « through g, =
2N!/hg. At low temperature, the harmonic approximation
for Z, is expected to be rather accurate:

ksT\" E,
oim = () oo ()

with E, the ground state energy of local minimum « and
W, the geometrical average of its normal mode frequen-
cies. v = 3N — 6 is the number of independent degrees of
freedom. From equations (27) and (28) the relative proba-
bility po = gaZa/Z of visiting isomer « is calculated as a
function of temperature. Here the harmonic superposition
approximation (HSA) is used for comparison with path
sampling. The isomers are therefore sorted according to

(28)

their value of @4, denoted as fo‘) for isomer «, and ne-

glecting the variations of Qfla) with temperature. Again,
this approximation will be satisfied only below Ts;. The
superposition approximation can provide accurate ther-
modynamics observables over broad temperature ranges,
if anharmonic partition functions are used, and if the min-
ima of the potential energy surface are correctly sampled.
For small systems such as LJi3, a nearly complete enu-
meration of the minima can be performed [37]. However,
the number of isomers is likely to grow at least exponen-
tially with the number of degrees of freedom [36], and
reweighting schemes [32] are needed for large systems. An-
harmonic corrections to the partition functions have been
proposed, from either empirical [34] or systematic [35] per-
turbation expansions. The recent basin-sampling scheme
[39] is also a convenient method to sample the relevant
isomers, and to incorporate anharmonicities in the par-
tition functions at the same time. Such methods, which
aim at characterizing the global thermodynamics of the
system over broad temperature ranges, will not be needed
here, as we only use the superposition approximation at
low temperatures to get an estimate of the relative prob-
abilities of some specific low-energy isomers, particularly
the defective truncated octahedra.

Quenches from parallel tempering Monte Carlo simula-
tions provided 6837 different structures, which were gath-
ered into classes depending on their value of Q4. The first
class O = {a|Q% > 0.18} corresponds to the truncated
octahedral global minimum, as well as a few defective cu-
bic isomers. The second class, D = {«|0.09 < Q¢ < 0.12},
contains about half a dozen of defective cubic structures
presenting stacking faults. These low energy structures
were identified by Doye et al. [16]. The structure of class
O with the lowest energy is represented in Figure 4. Fi-
nally, the third class I consists of all remaining isomers,
including icosahedral and disordered structures.

The probability that the cluster belongs to a particular
class X is obtained from the superposition method by the
ratio

Plusa (X, T) = % > 9aZa(T), (29)
aeX

while the Helmholtz and Landau free energies of class X
are given by

Flysa (X,T) = —kpTIn Y gaZa(T), (30)
acX
and
Algga (X, T) = —kpT'In plgga (X, T) (31)
= F|HSA (X, T) = Fiot (T), (32)
respectively, Fiot(T) = —kpTInZ(T) being the total

(Helmholtz) free energy of the system at temperature 7'
Because we will not use any reweighting scheme (thus tak-
ing go = 1 for all «), the free energies calculated this
way will not correctly represent the disordered phase, and
should not be expected to compare with parallel temper-
ing or Wang-Landau sampling above the melting temper-
ature.

The probability density of class X is obtained from
the path-average of equation (13) of the following
A-parametrized function

hX(/Pf)h:{l ifQ4(I‘k)€X

0 otherwise

wherery, € ZAﬁPif and A = (BT)~!. The reduced Landau
free energy of class X is derived from

A(X,T) = —kpTIn(hX|y).

Figure 8 shows the probabilities to find the defective oc-
tahedral structure obtained as a function of temperature
using either path-sampling or the harmonic superposition
approximation. The two methods agree to a very good ex-
tent. Some discontinuities are more clearly visible on the
Landau free energy; they result from pollutions arising
in the octahedral basin. Conversely, the results of paral-
lel tempering and Wang-Landau sampling, also shown on
this figure, significantly disagree (even though they agree
with each other). This is not surprising, since Figure 7b
already showed that defective octahedra were significantly
too high in free energy. In other terms, their relative prob-
ability is much too small, as precisely seen in Figure 8a.

The free energy profile F(X;T) = A(X;T) 4+ Fiot(T)
is obtained as a function of temperature from the path-
average of equation (13) relating the work exponential to
the following free energy difference

Ftot (T) . Ftot (TO)
kBT kBTO

= In{exp [ﬁWﬁHk} [x) (33)

= —In(exp [—ﬁVNVHk} Ixo)s (34)

where Ty = (kpBXo) ™!, T = (kpBX)~!. This average cor-
responds to a biased implementation of the effective work
relation [10].

The free energies obtained from path sampling and
from the harmonic superposition approximation are rep-
resented in Figure 9. The path-sampling estimation of the
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Fig. 8. (a) Occurrence probability and (b) Landau free en-
ergy of the defective truncated octahedral cluster as a function
of temperature. The results of two path-sampling calculations
are shown for two different switching rates. The dotted line
corresponds to the harmonic superposition approximation.

solid-solid transition temperature is 0.113 £0.05, in excel-
lent agreement with the estimates from the present par-
allel tempering and Wang-Landau simulations, as well as
previous calculations using these methods [21,22,38] (also
see Tab. 1). They are slightly below the value given by
the harmonic superposition approximation, even though
the free energies themselves diverge substantially with in-
creasing temperature. This divergence comes from the way
the minima were sampled here (without using a proper
reweighting scheme or basin-sampling), more than the ne-
glect of anharmonic contributions to the free energies. It
is likely that these contributions are quantitatively sim-
ilar for the icosahedral and octahedral structures, oth-
erwise the Landau free energies of these two structures
would disagree with respect to the ones given by the
harmonic approximation. Finally, and while the bidimen-
sional Wang-Landau calculations performed here agree
with path-sampling, we note that the more conventional
one-dimensional Wang-Landau sampling based on energy
histograms only yields an uncorrect estimate of the tran-
sition temperature [39].

We also find from Table 1 that the transition temper-
ature T, estimated from path-sampling is sensitive to the
length of the path, via the N parameter. This makes it

(@) -100 T T T
= -110 -
2 120 b
+ 130 =
|_.~
X -140 -
= 150 -
e 4
2 160
T -170 -
_180 | | |
0 0.05 0.1 0.15 0.2
T
(b) 0.5 -
0.4 F -
o 03r -
S
< 02F i
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0 0.05 0.1 0.15 0.2
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Fig. 9. (a) Helmholtz free energies and (b) Landau free ener-
gies of the truncated octahedral (O) and icosahedral (I) basins,
as a function of temperature. Symbols and lines represent the
path-sampling (PS) estimates and the harmonic superposi-
tion approximation (HSA), respectively. Small vertical bars
are drawn to indicate the PS and HSA solid-solid transition
temperatures. The dashed vertical line indicates the transi-
tion temperature obtained from parallel tempering and Wang-
Landau sampling.

necessary to carry out simulations with increasing N un-
til the estimated Tss reaches a plateau.

From the above study, the path-sampling approach can
be confidently used to probe the low-temperature proper-
ties of the energy landscape. We believe that the disagree-
ment in the Landau free energy profiles obtained using
either path-sampling or state-sampling methods such as
parallel tempering or the Wang-Landau algorithm reflects
some intrinsic difficulties met by equilibrium methods.

4.6 Discussion

The present investigation shows that a non-equilibrium
approach allows the contribution of all important inherent
structures to be incorporated in canonical averages, even
at very low temperatures. In the path-sampling approach,
the free energy provides information about the probabil-
ities to find any particular structure, whereas in state-
sampling methods the probabilities computed beforehand
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Table 1. Temperature of the structural transition between the
octahedral and icosahedral structures estimated using different
methods. Path-sampling data are obtained with a comparable
numerical cost.

Method Tss
Harmonic Superposition Approximation 0.12
Anharmonic Superposition Approximation 0.11 [16]
Parallel Tempering 0.12 [21]
0.11 [38]
Wang-Landau sampling with
E-histograms 0.09 [39]
(E, Q4)-histograms 0.12 [22]
Path-sampling
N =2 x 10 0.09 +0.01
N =2x10° 0.104 + 0.005
N =2x 10* 0.113 + 0.005

are transformed into free energies. From a quantitative
point of view, the transition temperature obtained from
equating the free energies of the two important funnels
also agree with state-sampling methods.

The main limitation of the present path-sampling ap-
proach is the lack of built-in tool for estimating the con-
vergence of the simulations. A possible way to solve this
problem would be to analyse on the fly the overlaps be-
tween the reference and target path-work histogram [24].
This can be achieved by generating trajectories backward
in time using the conditional probabilities of the Z A, tar-
get ensemble and accepting them using a Metropolis al-
gorithm in which the a priori probability to generate the
trial paths coincides with the conditional path probabil-
ities. This procedure corresponds in fact to the shoot-
ing algorithm developed initially for sampling transition
pathways [11,40], recently extended to non-equilibrium
paths [15,24,41] in generalized ensembles. Markov chains
of paths distributed with respect to any targeted ensemble
can thus be obtained even if the trial paths are generated
with respect to a different reference ensemble.

An important point is that an optimal switching rate
must be chosen in order to maintain the states along
the trajectories in an appropriate local equilibrium. If the
switching rate is too high, entropy is produced by dissi-
pating work, which leads to broad work distributions and
insufficient overlap between the reference and the target
ensembles. The Monte Carlo averages become then dom-
inated by a few rare paths and numerical convergence is
poor. This was evidenced here on the inaccurate estimates
of the transition temperatures between the truncated oc-
tahedral and icosahedral funnels. Conversely, in the limit
of very small switching processes, the states along the
trajectories are distributed in a more global equilibrium.
Therefore, excursions to secondary basins of attraction oc-
cur with a lower probability, they are sampled only occa-
sionally, and numerical efficiency also decreases. Finding
an appropriate balance between these two undesirable sit-
uations should thus be crucial for successful applications
of the path-sampling method.

We also mention that the typical computer time
needed by path-sampling simulations to obtain appar-

ently converged results exceeds the times needed by either
parallel tempering or Wang-Landau sampling, by about
one order of magnitude. Even though path-sampling takes
considerable time, it found the defective octahedron very
quickly. The extra computer time is required to reduce
statistical fluctuations. To speed up path-sampling calcu-
lations in future works, especially when constructing free
energy landscapes, it might be advantageous to extract
more information from individual paths while still using
very slow switching rates.

5 Concluding remarks

In the present study, we have presented a biased path-
sampling technique that allows the energy and free energy
landscapes of complex many-body system to be accu-
rately computed. The statistical biases are based on sev-
eral techniques commonly used in conventional state sam-
pling. Firstly, a multicanonical-type umbrella potential is
included when sampling the initial states of the paths and
maintained when propagating the paths, allowing a much
more efficient exploration of the various competing basins
of attraction on the potential energy surface. Secondly, the
ensemble-average is carried out with respect to a reference
ensemble differing from the targeted ensemble. This is ac-
counted in the ensemble average by weighting the paths
using a correcting factor corresponding to the exponential
of an effective work. Thirdly, paths are generated more
efficiently using a configurational-bias scheme, hence the
sampling procedure incorporates a Rosenbluth factor.

Owing to the non-equilibrium character of the path-
sampling averages, information from different basins of at-
traction can be gathered provided that a sufficient number
of trajectories are accumulated. This strategy somewhat
contrasts with the parallel tempering where the multiple
temperatures are introduced to avoid trapping in the sec-
ondary energy minima.

The path-sampling scheme was successfully applied to
the well-documented LJ3g atomic cluster system. For slow
switching simulations, the estimated solid-solid transition
temperature between the truncated octahedral and icosa-
hedral funnels was found to be in agreement with the val-
ues given by other simulation methods, including parallel
tempering and Wang-Landau Monte Carlo methods. The
Landau free energy was calculated as a function of the
bond orientational order parameter ()4 at several temper-
atures. The variations of this quantity were seen to be ac-
curately reproduced, not only at moderate or high temper-
atures where the aforementioned state-sampling methods
are efficient, but also at low temperatures, by comparing
to the predictions of an independent harmonic superpo-
sition calculation. In particular, all important secondary
energy minima were found, and correctly weighted, by
the path-sampling approach. In contrast, both parallel
tempering and two-dimensional Wang-Landau sampling
failed in sampling the defective truncated octahedron with
a quantitative probability. For the presently investigated
LJ3g system, the path-sampling method provides access
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to more details of the free energy landscape than conven-
tional state-sampling techniques. To our knowledge, this
is the first time that a non-equilibrium approach is found
to be superior to equilibrium methods.

Future works should probably compare path-sampling
to the improvements and extensions of parallel tempering
that have been recently proposed [38,42-45], or with the
basin-sampling scheme [39]. In the latter case, one would
probably also need to estimate how the order parameter
varies with temperature for the isomers sampled.

The simultaneous use of several generalized ensem-
ble strategies, by combining for instance multicanonical
or umbrella sampling approaches with parallel temper-
ing, seems promising. However, and in general, biasing
along an appropriate order parameter by umbrella or mul-
ticanonical sampling seems a key to the success of these
methods, including path-sampling, even though state-
sampling methods are more sensitive to the choice of the
order parameter. Therefore, the present path-sampling ap-
proach provides a broader framework to calculate free en-
ergies for complex systems with rugged energy landscapes,
down to low temperatures where current approaches may
not be so accurate.

Fruitful discussions with N. Mousseau, D. Frenkel, M.
Parrinello, C. Dellago, and P. Bolhuis are gratefully acknowl-
edged.

Appendix: Langevin-Metropolis algorithm
for propagating the paths

A hybrid Langevin-Metropolis algorithm is implemented
to generate the initial states of the paths at A = A\g and
to propagate the paths with \ varying from Ag to A;.

Solving the Langevin dynamics requires a continuous
Hamiltonian gradient. Here, the parametrized Hamilto-
nian Hy, is not continuously derivable with respect to the
particle positions because it contains the auxiliary um-
brella potential, ¢, which depends on the discontinuous
order parameter (J4. Consequently, the interparticle force

£} = Vs, [6(rn) — Ha(rn, Pn)]
= —)\nvrné’(rn) = \.1,

(35)
(36)

are used to propagate trial Langevin dynamics (A, =
B, /B). The Metropolis algorithm is subsequently imple-
mented to accept or reject these trial moves with respect
to the targeted canonical distribution of the H\-system.

Here, we describe this hybrid algorithm and derive
the ratio of the forward and backward probability fluxes,
which are key ingredients of path-sampling. From state
Sn = (rn,Pn) the trial state S} | = (r], 1, P)41) is gen-

erated using the following updating scheme

.
pn-‘,—% =pn+ *en_;’_% 5 (37)
T
pn—i—% = pn-}-% + )\nfni (38)
r%-{-l =Tp +Ppil . (39)
2m
.
Pni3 = Pnyl + )\nfn+1§ (40)
T
Put1 = Poyd +4uis3 (41)

where 7 is the time step, f) is the energy gradient and
£, 4241 are the discretized stochastic forces:

+

~T
brpy = PV b (42)

R

@§7(1fa£) (43)

~T —_
=Pni2Y5 b s 3

b

where bt |, and b~ , are the forward and backward nor-
n+g n+g

mal noises of zero mean and unit variance, respectively. ¥
is the effective friction. The updating scheme corresponds
to the leap-frog scheme of reference [15] and is obtained
here from the Trotter factorization of the evolution opera-
tor [24]. More precisely, the updates of equations (37) and
(41) integrate the stochastic part of the Langevin equa-

tion, p = —yp+by/2m~y/3, over 7/2 where the friction is
2 3T
S P A
1= n]i-3]

The backward to forward probability ratio to generate
£, . 1 writes

Prlry) _ R
P (s ) eXp{ 5 (Ibn+%| b, | )}

— exp {_% (pg_pgﬁ)].

This was derived by expressing the normal probabilities
associated to b,il, 1 as a function of p,, and p,, 1 by means

(44)

4
of equation (43). A similar equality holds for the proba-
bility ratio involving £,, N

P~ (EnJr )

P+ (£n+ )

The ratio of the backward to forward trial probability flux
is therefore

= exp [% (piJr% - Piﬂ” - (45)

NS N

+ - exp [*BHA" (S + ¢'In+1){n+1:| Pi(’&i-‘r%) P~ (£n+
ntz  exp[-BHM(S,) +¢n] P (£n+i

where ¢, = ¢(S,41), on = O(Sn), &y = E(ry40)
and &, = &(ry,). This equality can be simplified by using
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equations (44) and (45) as follows

ﬂ 2 2
oo (Phes —Pr)

X exp [@, 41— ¢n] . (46)

This trial probability ratio is incorporated into a Metropo-
lis Monte Carlo algorithm. The probability to accept the
move is

p:;r = exp | —Bn( 7/1+1 —&n) —

1
2

acc(n — n+ 1) = min (1,p:+%). (47)
If the move is accepted, then S,11 = (r},,1,P),41), oth-
erwise, the trial state is rejected and S,41 is set to
(rn, —Pn). Recalling that the backward trajectory is con-
structed using the reversed momenta of the forward tra-
jectory, a rejection event occurs with a probability that is
identical for both the forward and backward directions:

+

nJr%

=acc(n+ 1 — n).

acc(ln -n+1)=1—p
(48)

Similarly, the a priori probabilities to generate the rejected
trial states are terms appearing identically both in the
forward and backward probability fluxes, which leads to
their cancellation [41]. Hence, at constant A,, the present
procedure always guarantees a strict equality between the
forward and backward probability fluxes [41]. However,
since A, evolves during the Langevin-Metropolis dynam-
ics, the ratio of the backward to forward probability flux
is no more unity.

A branch B(m,j) of the ramified path is constructed
by iterating N times the Langevin-Metropolis algorithm
with increasing the coupling parameter from Ay (;,—1) to
ANm. It results that a certain amount of work is intro-
duced from the oustside world into the system constituted
by the particles and the thermostat. This work can be ex-
pressed as follows

Nm—1

>

n=N(m-—1)
Nm—1

>

n=N(m—1)

W(m, j) = [HA 1 (r, pn) — H " (00, Po)]

(49)

()\n+1 - )\n) gn

and exactly determines the probability flux ratio

N)\Nm (SNm)Pg_en(maJ)
NAN(m—l) (SN(m—l))Pg-tm (m, ])

where the probability Pg:fm(m, Jj) to generate the branch
B(m, j) forward or backward in time is the product of
probabilities to generate the trial states and to accept or
to reject them.

Finally, notice that the acceptance rate is determined
by the variations of the auxiliary field ¢ and the discretiza-
tion error. From equations (38), (39) and (40), one has

= exp [-BW(m, j)](50)

-
Pni2 —Purt = (£ + fn)g (51)

Ppis tPpyl = G rn)ga (52)

which yields

1
(Pi.,r% - pi+i) = Mg +0) X (¥ —1n)/2

=M€y —En) + o(r*).  (53)

2m
Hence, the ratio of the backward to forward trial proba-
bility flux is

pro1 = exp [O(T) + @141 — bn] - (54)

[SIE

Because the O(7%) term slowly increases with the time
step 7, and also because the umbrella potential slowly
evolves with the cluster structure, an acceptance rate in
the 30-60% range can be obtained, even for quite long
time steps.
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